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Abstract.

Since 1990, the NOAA National Environmental Satellite Data and Information

Service (NESDIS) has provided satellite-derived sea surface temperature (SST)
measurements based on nonlinear SST algorithms, using advanced very high resolution
radiometer (AVHRR) multiple-infrared window channel data. This paper develops linear
and nonlinear SST algorithms from the radiative transfer equation. It is shown that the
nonlinear algorithms are more accurate than linear algorithms but that the functional
dependence of the nonlinearity is data dependent. This theoretical discussion (sections
2-4) is followed with a discussion in section 5 of the accuracy over a 9-year period of the
satellite-derived SST measurements provided by NOAA NESDIS when compared with
coincident drifting buoys. Between 1989 and 1998 the global scatter of the daytime
satellite SST against drifting buoy measurements has decreased from ~0.8° to 0.5°C, while
the nighttime scatter has remained fairly constant at 0.5°C. An exception to these accuracy
measurements occurred after the eruption of Mount Pinatubo in June 1991.

1. Introduction

Sea surface temperature (SST) measurements currently
have a wide variety of applications, some of which have strin-
gent accuracy requirements. Typical applications include (1)
input to numerical ocean and atmospheric models [Reynolds
and Marsico, 1993; Schwab and Bedford, 1994], (2) tactical
support to oceanographic surveys and interpretation of surface
oceanographic features in support of fisheries science or phys-
ical oceanographic research [Simpson, 1994; Laurs and Brucks,
1985], (3) tactical support of commercial fishing activities [My-
ers and Hick, 1990], (4) protection of endangered species such
as sea turtles [Epperly et al., 1995], (5) study of red tide out-
breaks [Chester and Wolf, 1990], (6) derivation of ocean feature
charts and ocean surface current measurements useful in sup-
port of ship routing and search and rescue activities [Breaker et
al., 1994], (7) analysis of short- and long-term fluctuations in
ocean temperature and associated atmospheric effects, such as
El Nifio/Southern Oscillation [Ji ez al., 1995; Strong, 1986], (8)
climate change studies [Reynolds et al., 1989], and (9) moni-
toring coral reef bleaching [Strong et al., 1997].

Numerous surveys and workshops have been conducted over
the years to obtain accuracy and other requirements for satel-
lite-derived products, including SST [Sherman et al., 1980; Hus-
sey, 1985; Cornillon, 1989]. These requirements for the civilian
community have been consolidated with those from the De-
partment of Defense to form the SST requirements currently
being considered for the convergence of the military and civil-
ian polar satellite systems into the National Polar-Orbiting
Operational Environmental Satellite System (NPOESS). The
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current NPOESS requirement for SST accuracy is £0.5°C as a
“threshold” or minimum requirement and =0.1°C as an “ob-
jective” or desirable goal. The more stringent accuracy is re-
quired for climate applications with spatial and temporal av-
eraging permitted (i.e., 50-250 km spatial resolution averaged
for 0.5-3 months). In general, climate applications require
accuracies in the 0.1°-0.3°C range [Yates et al., 1985; Cornillon,
1989; Jacobowitz, 1997], whereas numerical weather predic-
tion, fisheries, coastal management, and most other applica-
tions of satellite SST data require accuracies around 0.5°C for
individual measurements at high spatial resolution (0.5-10 km)
and with revisit times of two to four observations per day
[Hussey, 1985].

The advanced very high resolution radiometer (AVHRR/2)
instrument, first flown on the NOAA 7 satellite in 1981, was
designed primarily for cloud imaging and measurement of
SST. It includes five channels, channel 1 in the visible spectral
range (0.58-0.68 um), channel 2 in the near-infrared reflective
region (0.72-1.18 um), and three channels in the thermal in-
frared emission “window” spectral region: channel 3 (3.55-3.95
pum), channel 4 (10.3-11.3 pm), and channel 5 (11.5-12.5 pm).
The last three channels are called window channels because
radiation from Earth’s surface in these spectral regions is only
weakly attenuated by the atmospheric constituents; these chan-
nels are therefore useful for measuring SST. The potential for
achieving the accuracy requirements of SST with AVHRR
data, as described previously, arrives from several sources, as
follows.

1. The multiple window channels provide a means for both
correcting atmospheric attenuation and detecting cloud con-
tamination in a single channel measurement.

2. The visible and reflective IR channels provide a cloud
detection capability during the day.
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3. The high resolution of the global coverage data (4 km)
allows for measurements of dynamic ocean thermal structure
and allows for measurements between cloud elements.

4. The low noise levels of the instrument output signal,
expressed as a noise equivalent temperature difference
(NEAT < 0.1°C) in the window channels, and the high res-
olution of the AVHRR channel data determine the accuracy of
the atmospheric correction algorithms and allow for uniformity
cloud tests, which are extremely sensitive to partial cloudy
conditions.

5. The instrument data together with ground-based pro-
cessing provide an in-flight nonlinear calibration in the thermal
channels, which removes detector or instrument drift and pro-
vides a correction for detector nonlinearities and other cali-
bration inconsistencies [Walton et al., 1998].

The potential for highly accurate measurements of SST with
the AVHRR instrument has led to considerable interest within
the research community in the assessment and development of
new multiple-channel sea surface temperature (MCSST) algo-
rithms since the launch of NOAA 7. Recent examples include
those developed by Walton [1988], Barton et al. [1989], Minnett,
[1990], Bates and Diaz [1991], Yokoyama and Tanba [1991],
Sakaida and Kawamura [1992), Harris and Mason [1992], Em-
ery et al. [1994], Sobrino et al. [1994], and Yu and Barton [1994].
Barton [1995] provides an interesting comparison between
these examples and other SST algorithms. These algorithms
make use of the fact that the attenuation by water vapor is
different in each window channel, so that the total attenuation
in one channel can be estimated from the measured tempera-
ture difference between any two channels. The theoretical de-
velopment is based on the so-called split-window algorithm
using channels 4 and S in the 11-12 um region [McMillin and
Crosby, 1984], but the results are applied to other channel
combinations as well, e.g., the dual-window algorithm using
channels 3 and 4, and the triple window algorithm, which
employs channels 3, 4, and 5.

Since 1981, the National Oceanic and Atmospheric Admin-
istration (NOAA) National Environmental Satellite, Data and
Information Service (NESDIS) has continuously been provid-
ing measurements of SST at an 8 km resolution over the globe
using satellite data from the five-channel AVHRR/2 on the
Polar-Orbiting Operational Environmental Satellites (POES).
Through 1997, instruments from five different spacecraft have
been utilized for this purpose (NOAA 7,9, 11, 12, 14). McClain
et al. [1985] describe the initial global processing procedures
which were developed at NESDIS both for cloud detection and
for estimating SST using linear algorithms based on the mul-
tiple-channel AVHRR data. This paper describes refinements
to the SST algorithms, in particular, the development of non-
linear algorithms for estimating SST, which have improved the
accuracy of the SST product. It must be stressed that cloud
detection is critical to achieving accurate SST measurements
and refinements have also been made to the NESDIS cloud
detection procedures since 1985. These refinements include
the use of high-resolution infrared sounder (HIRS/2) data,
coincident with the AVHRR data, which is helpful for detect-
ing certain uniform cloud situations at night [Walton, 1987] and
for providing satellite SST coverage in Sun glitter regions dur-
ing the daytime. These cloud detection improvements have
also been implemented at the Naval Oceanographic Office and
are described by Kidwell [1995] and May et al. [1998]. In gen-
eral, the basic philosophy for data processing at NESDIS has
not changed since 1985, namely, the use of global rather than
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regional algorithms both for cloud detection and computing
SST. This avoids the problem of possible discontinuities at
regional boundaries as well as any need for seasonal adjust-
ments within regions.

The following three sections describe the theoretical devel-
opment and application of the nonlinear SST algorithms used
for operational SST calculation from AVHRR data. This the-
oretical development is followed by a concluding section de-
scribing the performance of the operational algorithms over time.

2. Development of Nonlinear SST Algorithms

McClain et al. [1985] describe the development of linear
MCSST algorithms for estimating SST with the AVHRR win-
dow channel data. These algorithms assume that the temper-
ature depression of one window channel measurement from
the actual ocean surface temperature, T, — T, is linearly
proportional to the temperature difference of two window
channel measurements, T; — 7,. Walton [1988] describes a
further development of this technique which results in a non-
linear proportionality between these parameters, an algorithm
which has been designated the cross-product sea surface tem-
perature algorithm (CPSST). Subsequent refinements to the
CPSST algorithm resulted in implementation of this algorithm
for global processing of SST with AVHRR data beginning in
March 1990. An additional simplification of the CPSST, des-
ignated the nonlinear SST algorithm (NLSST), has been op-
erational at NESDIS since April 1991. We will first derive
these new algorithms from first principles, starting with the
radiative transfer equation, and subsequently, compare these
three algorithms for accuracy both in simulation and in the
actual open ocean using drifting buoy measurements for
ground truth.

The reason that the AVHRR window channels are useful for
measuring SST can be understood in terms of the radiative
transfer equation, which states that in a uniform scene, the
measured radiance at the satellite  at wavenumber » is com-
posed of a surface contribution and an atmospheric contribution:

I(v) = B(v, Ts)7+f B(v, Tp) dr (1)

T

This simplified form of the radiative transfer equation is ap-
plicable in the 11-12 um spectral region because the sky and
solar radiation reflected by Earth and clouds is negligible com-
pared to the infrared emission, and Earth’s ocean surface is
very nearly a blackbody [Smith et al., 1974]. This equation
states that the net radiation at wavenumber v measured at the
top of the atmosphere consists of a surface emitted Planck
radiance, B(v, T,), which is partially absorbed by the atmo-
sphere, plus a summation of the net emission minus absorption
of radiance by each layer of the atmosphere. This summation
is a function of the concentration of the atmospheric constit-
uents as well as the temperature at each pressure level in the
atmosphere, T,,. With the mean value theorem of calculus, this
equation can be simplified to

I(v) =B(v, Tyt + B(v)(1 — 7) 2)

In these equations, T, represents the temperature of the sur-
face, whether it be the sea surface or an opaque, nontransmis-
sive cloud top; 7 is the transmittance from the surface to the
top of the atmosphere; B(v) is a mean atmospheric Planck
radiance computed from the second term in (1).
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Because the transmission of the atmosphere in the AVHRR
window channels is near unity, the radiative transfer equation
(2) can be converted from radiance units to temperature units
by expanding the Planck function B about the surface temper-
ature T, using a Taylor series to yield

T(v) =T, +[T(v) - T,]J(1 = 7) 3)

where T(v) is the brightness temperature that would be mea-
sured at the top of the atmosphere and T(v) is a weighted
mean atmospheric temperature corresponding to B(v) in (2).
In the 11-12 um spectral region, corresponding to channels 4
and 5 of the AVHRR, the primary atmospheric absorber is
water vapor, and (3) may be expressed in terms of the water
vapor absorption coefficient associated with each channel, k;
and k;, and the total water vapor path length w, where 7; ~
1 - kw,

T,=T,— kb,
(4)

and b, = w[T, — T,]. Equation (4) applies to one satellite
measurement made in two window channels of the AVHRR,
and in general, the parameter w will vary with each measure-
ment. The MCSST solution is obtained from this set of linear
equations under the assumptions that k; and k; are known
constants (or have a constant ratio) and that the channel at-
mospheric temperatures are equal, T, = T;, or alternatively,

b; = b;, yielding the following solution for T:
MCSST(i, j) =T, + I'(T, - T)) (5)

where I' = k;/(k; — k;). This MCSST algorithm was first
suggested by Prabhakara et al. [1974] and McMillin [1975]. An
alternative procedure, which involves less restrictive assump-
tions, is to collect an ensemble of satellite measurements and
to sort the data into bins of constant channel temperature
measurements, T; and T;. Within each bin, we assume that the
absorption coefficient is constant. Summing (4) over a collec-

tion of n» measurements within one bin, we obtain

nT;= > T,~k;* > b,

_ 6
T,= SST, — kb, ®)

where SST; and b; are simply the mean values within the
summations indicated above. These quantities are functions of
the channel measurement 7, because the summations are
channel dependent. The parameter SST, can be interpreted as
a single channel temperature estimate of the actual surface
temperature T,. Equation (6) defines the absorption coeffi-
cient as a function of the channel temperature measurement

T;:
k= (SSTi - Ti)/Ei(Ti) (7)

A theoretical discussion of the temperature dependence of the
water vapor absorption coefficients in the 11-12 um spectral
region is given by Prabhakara et al. [1974]. Substituting (7) into
(4) yields

T, =T, — (SST, — T))b/b(T) ®
T;= T, — (SST, — T))b;/b,(T)

Making the assumption that b,/b,(T;) equals b,/b,(T;) and
solving the set of linear equations (8), one obtains the follow-
ing solution for T, which is designated the CPSST solution:

28,001

SST, — T;

CPSSTG. ) =T+ sgr— 7+ 1, —sst, L~ 1) O

It should be noted that this nonlinear CPSST solution involves
much less restrictive assumptions than does the MCSST solu-
tion. The absorption coefficients k; are no longer restrained to
be universal constants, and the effective mean atmospheric
temperature T, need not be the same in the two split-window
channels. The restrictive assumptions associated with the MC-
SST solution can result in significant errors (of several degrees
in some cases) in the retrieved SST [Hagan, 1989]. Equation
(9) has an interesting interpretation. When the two single-
channel solutions (SST;, SST;) are equal, they are the best
estimate of the surface temperature, and the CPSST becomes
identical to them. This condition only occurs in a typical or
climatological atmosphere. In an atypical atmosphere the two
single-channel solutions diverge, and the multichannel CPSST
solution yields the greatest accuracy.

The single-channel solutions, SST;, must be specified before
(9) can be applied. Although other forms have been consid-
ered, a simple linear expression of the form,

SST, = AT, + B (10)
where 4 and B are channel dependent and are derived by
simple linear regression against a data set of coincident buoy
and satellite temperature measurements, is quite satisfactory.
Additional details, such as a graphical interpretation of the
solutions defined with (5) and (9), and the application of (9) to
the nighttime dual-window or triple-window combinations of
window channels, which requires the introduction of an addi-
tional adjustable parameter, are not germane to the derivation
of the new NLSST formalism but are discussed by Walton
[1988].

It is seen that (9) is of the same form as (5) but that the
gamma parameter [" has a specific two-channel temperature
dependence. We shall investigate this dependence using a sim-
ulation data set and a data set composed of NOAA 14 mea-
surements over the open ocean, coincident with drifting buoy
measurements. A simulation of the influence of an aerosol-free
atmosphere upon measurements in the three AVHRR window
channels is performed using a procedure developed at NES-
DIS [Weinreb and Hill, 1980]. The model calculations include
the effects of water vapor, molecular nitrogen, and the uni-
formly mixed gases CO,, N,O, CO, and CH,. Specifically ex-
cluded are ozone, aerosols, and water clouds. Also, nonzero
surface reflectivity effects are not included. More sophisticated
radiative transfer models may be available, but what distin-
guishes this model is the ease with which it is applied to a
diverse set of 115 marine atmospheric profiles to determine
cloud-free simulated channel temperature measurements in
each of the three AVHRR/2 window channels. The set of
marine profiles covers the entire range of SSTs and moisture
conditions ranging from 0.5 to 5.5 cm of precipitable water.
With this simulated data set, the gamma parameter I' is plotted
as a function of the surface temperature and the channel tem-
perature difference, T, — T, in Figures 1-3. The plots in
Figures 1 and 2 are derived from the simulation multichannel
data set. However, the single-channel solutions (10), which
define gamma with (9), are computed two different ways. A
linear regression against the simulated channel temperature
measurements using radiosonde measurements of surface air
temperature as ground truth defines the “simulation gamma”
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Figure 1. The CPSST split-window gamma parameter plotted with simulation data as a function of the
radiosonde air surface temperature. The gamma parameter is computed twice, once using the single channel
solutions, SST;, obtained from the simulation data and a second time using the single channel solutions
obtained with open ocean AVHRR data. A value of 1 has been added to the gamma parameter in the top plot
to separate the data.
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Figure 2. The CPSST split-window gamma parameter plotted with simulation data as a function of the
simulated AVHRR channel temperature difference (channel 4 — channel 5). The gamma parameter is
computed twice, once using the single channel solutions, SST;, obtained from the simulation data and a second
time using the single channel solutions obtained with open ocean AVHRR data. A value of 1 has been added
to the gamma parameter in the top plot to separate the data.



WALTON ET AL.: NONLINEAR SEA SURFACE TEMPERATURE ALGORITHMS

28,003

2 L
5
-
<]
a
é
CaL

0 1 | 1

-10 0 10 20 30 40

Surface Temperature

3
b 2 ~
2
g
&
Ay
<
:
O L

0 [ L | L

0 1 2 3 4 5

Temperature Difference (Ch4-ChS5)

Figure 3. The CPSST split-window gamma parameter plotted with January 1996 open ocean data as a
function of both the NESDIS 100 km analysis estimate of surface temperature and the open ocean AVHRR
channel temperature difference (channel 4 — channel 5). The gamma parameter is computed using the single
channel solutions obtained with open ocean AVHRR data. Each plot is composed of over 4000 data points.
The horizontal bar represents the value of the MCSST gamma parameter.

values, while a linear regression against open ocean channel
temperature measurements using coincident drifting buoy
temperature measurements as the dependent parameter de-
fines the “open ocean gamma” values. As a comparison, Figure
3 plots the open ocean gamma parameter using open ocean
data obtained from NOAA 14.

An examination of Figures 1 and 2 shows a striking differ-
ence in the functional dependence of the two gamma param-
eters. The simulation gamma parameter is highly correlated to
the channel temperature difference, T, — T, in all but very
dry atmospheres. The statistical least squares regression cor-
relation R? is 0.95 for channel temperature differences above
0.5°C, while the correlation with surface temperature is weaker
(R? = 0.58) for the same data. This implies that the correc-
tion algorithm for atmospheric absorption can be expressed as
a simple quadratic function of this temperature difference.
This form of solution has béen considered in previous theo-
retical studies [McMillin, 1975; Emery et al., 1994]. On the

other hand, Figures 1 and 2 indicate that the open ocean
gamma parameter is better correlated to the ocean surface
temperature (R? = 0.92) than it is to the channel tempera-
ture difference (R*> = 0.66). Figure 3 demonstrates that the
previous statement applies when the open ocean gamma pa-
rameter is plotted using open ocean data. This discrepancy
between the results obtained with the simulation gamma and
the open ocean gamma may result from various error sources
in the data used to define gamma. The simulation data contain
no error other than that inherent in approximating the trans-
mittances of the various atmospheric constituents. In the 11-12
um spectral range these errors are thought to be quite small,
less than 0.3°C absolute temperature error [Weinreb and Hill,
1980]. Since the simulated temperature errors would be highly
correlated in these two channels, the error in the channel
difference, T, — Ts, should be considerably less than 0.3°C.
The open ocean satellite measurements include many error
sources or discrepancies not modeled by the simulation data
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Table 1. NLSST Accuracies Using Various Estimates of Surface Temperature (7 ):
September 1992 Daytime Buoy Matchups
Tsfc
Satellite 100 km 1° Robinson MCSST
Analysis Climatology Algorithm
T Accuracy (T, — buoy), °C
Scatter 0.63 0.83 0.66
Bias -0.1 -0.22 0.07
NLSST Accuracy (T — buoy), °C
Scatter 0.61 0.58 0.66
Bias 0.05 0.02 0.07
CORR (NLSST — buoy, Ty, — buoy) 0.46 0.15 0.91
correlation

N = 1108. Bias is the mean difference between satellite SST and buoy SST (satellite — buoy); scatter
is the standard deviation of the satellite — buoy differences.

set. These include among others, instrumental noise, residual
cloud contamination, solar heating on a calm ocean surface,
residual calibration errors, etc. The SST algorithms magnify
these errors, some more than others. For instance, high very
thin cirrus clouds are pervasive and depress the individual
channel measurements only slightly but can increase the chan-
nel 4 minus 5 temperature difference significantly [Prabhakara
et al., 1988]. Also, solar heating of the ocean surface tends to
increase the channel 4 minus 5 difference, especially in a moist
atmosphere, since surface-emitted radiance in the channel 4
spectral range is absorbed less by the atmospheric water vapor
than is radiance emitted in the channel 5 spectral range. Con-
sequently, the channel 4 measured temperature responds
greater to a change in surface temperature while the atmo-
sphere remains constant than does the channel 5 measure-
ment. Anomalous large channel temperature differences
would have a much larger impact on a correction algorithm
which is a quadratic function of the difference than one that is
a linear function of this difference. Additionally, the open
ocean data plotted in Figure 3 are obtained at different viewing
angles ranging up to 53° satellite zenith angle, while the sim-
ulation data plotted in Figures 1 and 2 assume a nadir viewing
angle. Further, the measured data include discrepancies be-
tween the ocean skin temperature measured by the satellite
and the underlying mixed layer or bulk temperature measured
by the drifting buoys. These discrepancies can result from solar
heating or evaporative cooling of the skin or large discontinui-
ties between the air surface and bulk ocean temperatures.
These discontinuities are not included in the simulation data.
Thus the differences shown in Figures 1 and 2 reflect a capa-
bility of the CPSST formulation to provide a gamma parameter
which yields an optimal but different solution with these two
very different data sets.

3. The NLSST Formalism

With actual open ocean satellite measurements, Figures 1-3
suggest that the gamma parameter of the CPSST solution can
be approximated with a linear function of the surface temper-
ature. The NLSST algorithm assumes this functional relation-
ship

NLSST@, j) =T, + T ([T, — T}] (11)

where the gamma parameter I" equals a constant times an exter-
nal estimate of the ocean surface temperature in units of °C.

One advantage of this approximation is that it removes or
greatly reduces any dependence of the gamma parameter upon
the satellite measurements. It has been demonstrated that a
typical AVHRR channel 4 and 5 sensor noise value of 0.05°C
results in a 0.33°C error in the output temperature from the
CPSST algorithm, due partly to the fact that the input error
propagates into the gamma parameter [May, 1993]. As a com-
parison, the same noise fed into the MCSST or the NLSST
algorithms results in an output temperature error of 0.20°C.
The disadvantage of the NLSST approximation is that the
surface temperature is not known a priori and must be approx-
imated. One must consider what accuracy and resolution are
required for this estimate in order to accurately measure dy-
namic temperature structures in the ocean. A discussion of
(11) is useful in this regard.

The first term is a single-channel measurement which in-
cludes the thermal structure of the ocean surface. The second
term, which is a function of the temperature difference in two
window channels, provides a measure of the effect of atmo-
spheric absorption of the single-channel surface radiance mea-
surement that results from absorption and reemission by the
overlying atmosphere, primarily by water vapor. Figures 1 and
3 suggest that this second term should also be a function of the
underlying surface temperature, which provides a measure of
the allowable range of precipitable water vapor in the lower
atmosphere. Because this second term is describing the effect
of the atmosphere, which does not possess the horizontal tem-
perature structure present in the ocean skin, it is not obvious
that a high-resolution dynamical estimate of surface tempera-
ture is necessary or desirable in this application. Rather, a
lower resolution climatological temperature estimate may be
more useful.

A comparison of the effect of applying different estimates of
surface temperature in the NLSST algorithm is provided in
Table 1. This table includes satellite measurements collected
over the entire globe in 1 month and matched within 4 hours
and 25 km with drifting buoy measurements. Three different
estimates of surface temperature, which define the gamma
parameter, are considered. One estimate is an analysis pro-
duced by NESDIS from previous orbits of AVHRR SST data.
This analysis is maintained on a 1° latitude/longitude grid mesh
with a resolution of approximately 100 km for both northern
and southern hemispheres. Further details concerning the pro-
duction of this analysis are given by McClain et al. [1985]. A
second low-resolution estimate is derived from a monthly cli-
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matological temperature analysis on a 1° latitude/longitude
square grid mesh [Robinson, 1976]. The third estimate is the
MCSST algorithm value, which is then applied to (11). This
MCSST estimate is obtained from the same satellite measure-
ments and is at the same resolution as the NLSST value,
namely, 8 km. The first row in the table shows the scatter and
bias of each of the three temperature estimates T relative to
the buoy temperature measurements. The second row gives the
scatter and bias of the NLSST values corresponding to the
three estimates of gamma derived from 7. The surprising
result is that the Robinson climatology, which has the greatest
scatter (0.83°C) against the drifting buoy measurements, pro-
duces the most accurate NLSST algorithm. This result dem-
onstrates the sensitivity of the NLSST algorithm to any corre-
lation between the errors in the gamma parameter and errors
in the satellite measurements. This correlation is computed
using standard statistical procedures and provided in the third
row of the table. The result also demonstrates the relative insen-
sitivity of the NLSST to errors in the climatological temperature.
With the NLSST equations listed in Table 2, it is apparent
that the NLSST error resulting from a 1°C error in Tggc is a
function of the T, — T temperature difference. The worst
case would occur in the tropics, where a typical T, — T'5 value
might be 3°C. In this case a 1° error in Tggc Would produce
approximately a 0.25°C error in the NLSST. Perhaps fortu-
itously, a low-resolution dynamic climatology should not yield
errors much greater than 1° in the tropics, since there is little
ocean temperature structure there. However, because of its
low resolution, the Robinson climatology should not be used
near coastlines and will not reflect anomalous climatological
conditions such as El Nifio; thus the NESDIS analysis is used
operationally to compute the global NLSST measurements.
Other ocean temperature analyses could be applied in this
connection, such as the optimum interpolation analysis devel-
oped at the National Centers for Environmental Prediction
(NCEP) which is being used in the NLSST algorithms being
produced for the NOAA/NASA Ocean Pathfinder reprocess-
ing effort [Smith et al., 1996; Reynolds and Marsico, 1993].
Obviously, different users of the AVHRR data may wish to use
different estimates of surface temperature when applying the
NLSST algorithm. Users of local area coverage data in a region
of little or no thermal gradients might apply a constant value of
Tspc. Alternatively, a regional user of AVHRR data who has
no good a priori estimate of surface temperature might use the
MCSST algorithm to define T'sgc. In this case, since gamma is
made a function of the satellite measurements and because of
the strong correlative effects described previously, a user
should apply considerable effort to removing error sources in
these measurements, such as residual cloud contamination.

4. Final Algorithm Adjustments and
Comparison

Equations (5), (9), and (11) represent formal expressions of
the MCSST, CPSST, and NLSST algorithms, the only differ-
ence between the algorithms being the functional form of I. In
order to achieve the greatest possible accuracy, as determined
from drifting buoy comparisons, and to include a correction for
satellite viewing angle 6, as measured at Earth’s surface, these
equations are modified to

SST = AT, + BT (T, — Ts) + C[Sec (0) = 1](T, — T5) + D
(12)
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where the constant coefficients 4, B, C, and D are determined
by linear regression, using the drifting buoy measurements as
ground truth, and are algorithm dependent. Equation (12) can
be considered to be an empirical correction for and a gener-
alization to the formal solutions for the split-window algo-
rithms. The expression serves to correct or minimize certain
error sources which may be present in the satellite measure-
ments and are not properly handled by the formal solutions.
Examples are faulty calibration of the AVHRR data, which
can result in a temperature dependent bias error [Walton et al.,
1998], and global changes in the atmospheric content such as
occur after a volcanic eruption. The satellite zenith angle term
provides an empirical correction for off-nadir viewing angles.
The multiplicative factor (T, — Ts) has been found empiri-
cally to provide the greatest accuracy with the split-window
equations. This term states that when T, = Ts, no zenith
angle correction is needed, which suggests that, under this
condition, there is little or no net atmospheric absorption of
channel 4 and 5 radiance. If there were any net absorption, it
should increase with increasing atmospheric pathlength. It is
interesting to note that an expression identical to (12) applies
to the multiple-channel algorithms using channel 3 (the dual
and triple window algorithms), except that empirically it is
found that a temperature difference multiplicative factor
should not be included with the satellite zenith angle correc-
tion (see appendix). This implies that when T5; = T,, net
radiation absorption exists in these channels (water vapor ab-
sorption in channel 4 and uniform mixed gas absorption in
channel 3).

Table 2 provides a measure of the overall accuracy of the
three algorithms both with simulation data and with NOAA 14
satellite measurements matched with drifting buoy measure-
ments. The NOAA 14 NLSST, CPSST, and MCSST algo-
rithms, which are computed separately with the simulation and
the January 1996 open ocean data, are also provided in this
table. The interesting result is that although the CPSST solu-
tion is the most accurate in simulation, the NLSST provides
the least error when applied globally with satellite ocean tem-
perature measurements. This result is a consequence of the
impact of satellite measurement errors on the CPSST algo-
rithm as described previously. The MCSST algorithm is not
optimal with either data set.

To demonstrate the differences between the NLSST and
MCSST algorithms with measured data, Figures 4 and 5 plot
the effective gamma parameters, i.e., BI' (12), and the mean
bias of these two algorithms, after modification, as a function
of surface temperature and the AVHRR T, — T5 channel
difference, respectively. The mean bias values are computed
from data placed in 4°C temperature bins (Figure 4) and 0.5°C
temperature difference bins (Figure 5). These figures indicate
that the NLSST algorithm, which is derived from the CPSST
theoretical development, is more universal than is the MCSST
in the sense that it introduces less bias at the extremes of the
temperature and water vapor range. This result has been con-
firmed by a study performed at the Naval Research Laboratory
(May 1993). In this study, NOAA 11 satellite SST retrieval
matchups with drifting buoy measurements were obtained for
the entire year of 1990. The satellite/buoy measurement com-
parisons were restricted to be within 2 hours and 10 km of each
other, as suggested by Minnett [1990]. Half the data were used
to derive coefficients for the MCSST, CPSST, and NLSST
algorithms, and the other half were stratified to provide sepa-
rate daytime and nighttime regional statistics. The daytime
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Table 2. Daytime Split-Window Algorithm Comparison for
Simulated Data and for NOAA 14 Open Ocean Satellite-
Buoy Matchups

Number of Scatter, Bias,
Matchups °C °C
Simulation data
MCSST 115 0.31
CPSST 115 0.20
NLSST 115 0.33
January 1996 open ocean data
MCSST 1967 0.60
CPSST 1967 0.56
NLSST 1967 0.52
February 1996 open ocean data
MCSST 1995 0.62 -0.01
CPSST 1995 0.57 0.00
NLSST 1995 0.53 0.01
March 1996 open ocean data
MCSST 2085 0.66 —0.04
CPSST 2085 0.61 —-0.02
NLSST 2085 0.57 0.00
Simulation Equation
MCSST 0.95876T, + 2.564(T, — Ts) — 261.68
NLSST 0.95168T, + 0.08655T ¢ (T4—T5) — 259.09
CPSST 0.97847T 0.12779T, — 34.175
1AL, + §30136T, — 0.140238T, — 16.24
(T, — Ts) — 266.79
Open Ocean Equation (Daytime)
MCSST  1.0222T, + 2.31(T, — Ts) — 280.39 + 0.83(T, — T5)
*(Sec 6 — 1)
NLSST 0.9336T, + 0.079T (T, — Ts) — 253.69 + 0.77(T, — Ts)
*(Sec 6—1)
0.1414T, — 38.10
CPSST  0.9790T, + (T, = Ts)

0.2140067s — 0.171684T, — 10.14
—266.84 + 0.86(T, — Ts) (Sec 6 — 1)

See appendix for definitions of terms and symbols.

results are summarized in Figure 6. In every region, except the
west Pacific, which has a scarcity of matchups, the NLSST(F),
which applies the satellite temperature analysis described pre-
viously to define the gamma parameter, provides a significant
reduction in RMSD error compared to the MCSST. The night-
time results summarized in Figure 7 are strikingly different.
There appears to be no significant difference between the
various algorithms. This null result is a consequence of the use
of channel 3 (3.7 wm) in the nighttime algorithms. Simulation
studies have demonstrated that radiation in this channel is only
weakly absorbed by water vapor, the maximum attenuation in
a moist atmosphere being approximately 2°C as compared to
9°C with channel 4 [Weinreb and Hill, 1980]. The approxima-
tions associated with the derivation of the MCSST algorithm,
i.e., the constancy of the absorption coefficients, are apparently
sufficient for SST algorithms using channel 3. The benefits
obtained through the use of channel 3 are limited to nighttime
measurements because reflected solar radiation can contami-
nate the emitted terrestrial signal during the day. By using
channels 3, 4, and 5 at night in what is called a “triple window”
equation, one minimizes the effect of instrumental noise in the
algorithm. Examples of the various linear and nonlinear oper-
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ational nighttime algorithms are provided by May [1993] and
Kidwell [1995] and summarized in the appendix.

5. Discussion of 9-Year Time Series of Drifting
Buoy Matchup Comparisons (1989-1997)

The previous sections have derived various linear and non-
linear SST algorithms from first principles and compared al-
gorithm performance with common sets of test data. In this
section, we provide a time series of the accuracy of the NOAA/
NESDIS global operational SST product. Changes in accuracy
over time reflect not only improvements in SST algorithms but
also refinements in cloud detection and changes in the atmo-
spheric state such as occur after a large volcanic eruption.

In order to measure the accuracy, monitor the quality, and
detect errors in the NESDIS satellite-derived SST measure-
ments, they are matched every day with temporally and spa-
tially coincident drifting buoy measurements and placed in an
“SST match file.” The buoy data set used for matching with the
satellite SST measurements is the global set of drifting buoys
which broadcast data to the French-built Data Collection Sys-
tem (DCS) carried on board the NOAA POES series of sat-
ellites. These data are (1) received by NESDIS, (2) processed
and Earth-located by Service Argos in the United States, (3)
quality checked by the NOAA National Weather Service, and
(4) placed in 6-hour synoptic marine observation files of the
National Centers for Environmental Prediction (formerly the
National Meteorological Center) for use as input to the global
meteorological and ocean models. NESDIS retrieves buoy
data from these files and stores them in a file containing buoy
data for the past month.

Once per day, matches are attempted between all the satel-
lite and buoy observations obtained in the previous 24 hours.
For each satellite observation, a record is added to the SST
match file if there is a matching buoy observation within 100
km and 24 hours. This record contains (1) all the pertinent
satellite observation data, such as time, location, SST, satellite
and solar angles, and individual AVHRR channel tempera-
tures or reflectances, (2) all the pertinent buoy data such as
SST, time, and location, (3) the time and location difference
between the satellite and buoy measurement, and (4) informa-
tion such as SST and gradient from the latest NESDIS global
satellite SST 100 km analyzed field. At the end of each month,
all matches within 4 hours and 25 km are extracted from the
SST Match File. Before the monthly global statistics are gen-
erated, a final quality control procedure is applied to the
matchups. First, in order to remove the infrequent faulty buoy
reports (i.e., reports with incorrect location or with transmis-
sion errors), the buoy temperatures are constrained to agree to
within 3°C of either a climatological or a satellite-derived tem-
perature analysis of SST. Second, in order to provide a stable
set of monthly global statistics, no buoy and satellite measure-
ments which differ from each other by more than 4°C are
included in the statistics. This requirement primarily removes
matchups in high thermal gradient regions such as the Gulf
Stream, and typically no more than one or two such matchups
are removed with this test each month.

The number of matches obtained with the above procedure
has grown from about 500 for both day and night during the
years 1989-1992 to over 2000 during 1996 and 1997 (see Fig-
ure 8). The quality-controlled matches are used to calculate
day and night monthly mean satellite-buoy SST difference (i.e.,
bias) and standard deviation of the satellite-buoy SST differ-
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ences (i.e., scatter). Figures 9 and 10 show the monthly bias
and scatter time series for the period 1989-1997 for day and
night, respectively. On the bottom portion of Figures 9 and 10
are three timelines. The first timeline gives the periods when

different satellites were used. The second shows when the form
of the SST equations were changed. The third timeline indi-
cates when SST equations were updated. See Tables 3-5 for a
listing of the operational SST equations used since 1989. De-
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tails of changes in algorithms, satellites, and cloud tests can be
found in the work by Kidwell [1995]. The National Climatic
Data Center maintains an on-line version of this document at
http://www2.ncdc.noaa.gov/POD/intro.htm.

Figure 9 shows a 9-year time series of the satellite-buoy
matchup statistics for the years 1989-1997 for daytime
matches. The upper graph depicts the scatter of the tempera-
ture differences (satellite SST minus buoy SST), while the
lower graph depicts the bias. The daytime scatter has declined

0.60

over the years from about 0.8°C to values approaching 0.5°C.
The bias has stayed between —0.2°C and +0.4°C, with one
exception, which corresponds with the eruption of Mount Pi-
natubo in June 1991 [Reynolds, 1993]. The sulfuric acid aero-
sols created in the stratosphere from this volcanic eruption
attenuated infrared radiation causing negative biases (i.e.,
lower satellite SST measurements) initially in the tropics and
eventually into midlatitudes. On a global average basis, day-
time satellite SST measurements were over 0.5°C low, with
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Figure 7. RMS regional errors of the nighttime triple-window MCSST, CPSST, and NLSST algorithms. Two
NLSST algorithms are included: the NLSST(M) uses the MCSST temperature measurement as the surface
temperature estimate, while the NLSST(F) uses the 100 km satellite surface temperature analysis for 7. The
data legends indicate the number of satellite-buoy matchups in each region.
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biases in tropical latitudes exceeding —2.0°C. The bias im-
proved to about —0.25°C after the equation update on April 9,
1992, and then gradually increased as the aerosols dissipated,
returning to normal levels after the equation update on June
14, 1993. Thus the effects of Mount Pinatubo lasted for 2 years,
from June 15, 1991 to June 14, 1993. It should be noted that
the daytime scatter improved significantly, however, using the
NLSST algorithm after the effects of Mount Pinatubo had
dissipated. This improvement agrees with the improvement
associated with the NLSST algorithm demonstrated in Figure
6. One could infer that some of this improvement might be
attributed to the increasing number of matchups during the same

period. However, this is not likely, since no equivalent reduction
in the nighttime scatter has been observed (see Figure 10).
For nighttime matches (Figure 10) the Mount Pinatubo
eruption also caused the greatest accuracy anomaly in the buoy
time series. The global average bias reached a low of just under
—0.5°C, with a maximum scatter of 0.9°C. On October 3, 1991,
in response to the Mount Pinatubo eruption, an alternative
nighttime algorithm (a different form of the linear MCSST
triple-window equation called the “volcano SST equation”)
was implemented which has been demonstrated to be relatively
insensitive to volcanic aerosols, while still providing an accu-
rate correction for atmospheric water vapor absorption [Wal-
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Figure 9. Nine-year time series of satellite-buoy matchup statistics: daytime global monthly bias (i.e., mean
satellite-buoy SST difference) and scatter (i.e., standard deviation of satellite-buoy SST difference). The
timelines at the bottom of the figure indicate when satellite and SST equation changes were made.
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ton, 1985). Unfortunately, this alternative algorithm is very
sensitive to instrumental noise and to a nighttime channel 3
calibration error which is associated with direct sunlight im-
pinging upon the AVHRR instrument as the Sun rises above
the limb of Earth [Walton et al., 1998]. It was not until a
standard nighttime NLSST equation was reinstated on April 9,
1992, that the satellite SST accuracy returned to near-normal
levels. During the remainder of 1992, the volcanic aerosols
dissipated, and a positive bias in the nighttime satellite SST
measurements increased until the NLSST equation was up-
dated again on June 11, 1993. The other large negative bias
period at the end of 1993 may be related to the channel 3
calibration error associated with the sunlight problem dis-
cussed above. Except for the Mount Pinatubo period, night-
time scatter has generally been very consistent at about 0.5°C.
Unlike the case in the daytime, nighttime algorithm changes

Table 3. NESDIS Daytime Operational SST Equations

have had little impact on accuracy, a result which is also dem-
onstrated with Figure 7.

In summary, since NOAA 14 became the operational satel-
lite for SST in March 1995, the accuracy of the NLSST mea-
surements has been very consistent and sufficient for many,but
not all, of the applications discussed in the introduction to this
paper. The improvement in the daytime scatter from 0.8 to
0.5°C between 1989 and the end of 1997 is due partly to
improved SST algorithms and partly to improvements in the
cloud detection procedures.

6. Conclusion

This paper describes certain improvements in the produc-
tion of SST from AVHRR data which have recently been
applied in the global production of SST at NESDIS and at the

Date Satellite Type SST Equation
Sept. 27, 1989 NOAA 11 MCSST split 1.01345T,, + 2.659762(T,, — Ts) + 0.526548(T, — Ts)(Sec 6 — 1) — 277.742
0.19410T; — 48.15
March 2, 1990 i ) - .
arc NOAA 11 CPSST split 0.4575Ts + §enar—o.1733T, — 625 1+~ T + 132
+ 0.60(T,—Ts)(Sec 6 — 1) — 261.0
April 18, 1990 NOAA 11 CPSST spli 0.92912T; + 0.190697; — 49.16 T, — Ty + 0.789)
prit 26, sphit : 5+ 0.20524T, — 0173341, —6.78 1+~ Ts + 0.
+ 0.81(T, — Ts)(Sec 6 — 1) — 254.18
April 10, 1991 NOAA 11 NLSST split 0.94649T, + 0.08412T (T, — Ts) + 0.751(T, — Ts5)(Sec § — 1) — 257.20
April 9, 1992 NOAA 11 NLSST split 0.962191T,, + 0.083398T (T, — Ts) + 0.65375(T, — Ts)(Sec 6 — 1) — 261.114
June 14, 1993 NOAA 11 NLSST split 0.92323T, + 0.082523T (T4 — Ts) + 0.463038(T, — T5)(Sec § — 1) — 250.109
Sept. 15, 1994 NOAA 12 NLSST split 0.876992T, + 0.0831327 (T, — Ts) + 0.349877(T, — Ts)(Sec 6 — 1) — 236.667
March 20, 1995 NOAA 14 NLSST split 0.939813T,, + 0.076066T (T4 — T5) + 0.801458(T, — Ts)(Sec 6 — 1) — 255.165
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Table 4. NESDIS Nighttime Operational SST Equations
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Date Satellite Type SST Equation
Sept. 27, 1989 NOAA 11 MCSST triple 1.036027T, + 0.892857(T5 — Ts) + 0.520056(T5 — Ts)(Sec 6 — 1) — 282.373967
. 0.16949T, — 54.11

March 2, 1990 NOAA 11 CPSST tripl X —T;—6. . -1 - .

arc riple 0.97778T, + 0.20524T, — 0.07747T; — 41.60 (T3 — Ts — 6.73) + 1.41(Sec 6 — 1) — 258.99
April 18, 1990 NOAA 11 CPSST tripl 0.97120T, + 0168357, — 34.32 T; — Ts + 14.86) + 1.87(Sec 6 — 1) — 276.59

prit 1%, triple : + ¥ 0205247, — 0.07747T, — 20,01 12 ~ T5 T 14.86) + 1.87(Sec 6 = 1) :
April 10, 1991 NOAA 11 NLSST triple  1.0006T, + 0.245(T, — Ts) + 0.02766T(T5 — Ts) + 1.88(Sec 6—1) — 272.36
Oct. 3, 1991 NOAA 11 MCSST triple 1.011015T 5 + 2.088810(T5 — T,) + 2.278617(Sec 6 — 1) — 273.234
April 9, 1992 NOAA 11 NLSST dual 1.032274T, + 0.055297T 4(T5 — T4) + 2.125323(Sec 6 — 1) — 280.212
June 11, 1993 NOAA 11 NLSST triple  0.970625T, + 0.035216T (T, — Ts) + 1.522429(Sec 6 — 1) — 263.231
Sept. 15,1994  NOAA 12 NLSST triple  0.963368T, + 0.033139T (T — Ts) + 1.731971(Sec 6 — 1) — 260.854
March 20, 1995  NOAA 14  NLSST triple  0.980064T, + 0.031889T..(T5 — T5) + 1.817861(Sec § — 1) — 266.186

Naval Oceanographic Office. Nonlinear SST algorithms have
been developed which provide a lower scatter of the split-
window satellite estimates of SST against buoy measurements
than does the linear MCSST algorithm. This result has been
demonstrated both with simulation data and with real open
ocean AVHRR data, although the optimal functional form of
the nonlinear algorithm, i.e., its dependence upon the channel
4 — 5 temperature difference, is quite different with these two
data sets. This result suggests that there may not be a single
“optimal algorithm” for all user applications or all data sets.
A similar result was reported in a recent paper by Barton
[1995], in which he compares various SST algorithms which
have been developed for use with AVHRR data. He finds that
all the algorithms can be compared in terms of a constant
effective gamma parameter, i.e., BI' of (12). In a tropical
atmosphere the various algorithms have gamma values which
range from 1.5 to 3. Barton suggests that this variation results
from a differing noise content within the AVHRR data sets
from which these algorithms are developed. The noise content
or data quality of an AVHRR/buoy matchup data set is per-
haps most sensitive to any residual cloud contamination of the
measured data as well as instrumental noise. Other factors
which can affect data quality include large differences between
the ocean’s skin temperature and the underlying mixed layer or
bulk ocean temperature as well as the presence of any tropo-
spheric or stratospheric aerosols within the field-of-view of the
AVHRR measurements. We have demonstrated here that not
only the magnitude of the gamma parameter is affected by the
quality of the data but also its functional dependence upon
temperature and/or the channel temperature difference.

Appendix

Tables 3 and 4 list the daytime and nighttime, respectively,
operational SST equations that have been used in NESDIS
since 1989. For the most part, they represent a progression
from linear MCSST equations to nonlinear CPSST and NLSST
equations. Usually, split-window (i.e., channels 4 and 5) equa-
tions are used for daytime SST, and triple window (i.e., using
channels 3, 4, and 5) equations are used at night. An exception

to this rule occurred from October 3, 1991 to June 10, 1993,
when first a nighttime MCSST triple window and then a night-
time NLSST dual window (i.e., channels 3 and 4) equation was
used to compensate for the effects of stratospheric aerosols
from the Mount Pinatubo volcanic eruptions.

The following terms appear in these equations.

SST
T3? T47 TS

sea surface temperature in degrees Celsius;
equivalent blackbody temperature in Kelvins
for AVHRR channels 3 (3.7 um), 4 (11.0 um),
and 5 (12.0 um); the nonlinearity AVHRR
calibration corrections for channels 4 and 5
should be applied to the AVHRR
temperatures before using the equations in
these tables [see Kidwell, 1995];

an a priori estimate of the SST derived from
the closest NESDIS global analyzed SST field
value (1° latitude/longitude grid) in degrees
Celsius; T is restricted to the range —2°-
28°C; it is possible to use other sources for

T . such as a climatological SST or even a
satellite-derived SST estimated with a linear
MCSST equation;

Sec 0 secant of the satellite zenith angle.

sfc

As a result of the Shared Processing Program agreements
approved between the Department of the Navy, the Depart-
ment of the Air Force, and NOAA regarding the sharing of
satellite data, the Naval Oceanographic Office (NAVO-
CEANO) has been operationally producing SST retrievals
since the launch of NOAA 14 on an orbit-by-orbit basis, using
procedures similar to those described by McClain et al. [1985].
In addition to incorporating all of the recent SST product
improvements described in this paper, NAVOCEANO has
also incorporated additional modifications important to them,
such as increasing the density of coastal retrievals worldwide
and extending SST retrieval capability from 70°N to 80°N lat-
itude. The NAVOCEANO NLSST generation process, algo-
rithm coefficients, and buoy matchup statistics are described by
May et al. [1998]. Table 5 lists the coefficients used by NAVO-
CEANO for NOAA 14.

Table 5. Naval Oceanographic Office Operational SST Equations

Date Satellite Type

SST Equation

March 20, 1995
March 20, 1995

NOAA 14 NLSST split day

NLSST triple night

0.9355T, + 0.0780T (T, — Ts) + 0.8009(T, — Ts)(Sec 6 — 1) — 254.0163
0.9796T, + 0.032T (T, — Ts) + 1.8106(Sec § — 1) — 266.1146
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